Computing Structural Statistics by Keywords in Databases
Abstract 
Keyword search in RDBs has been extensively studied in recent years. The existing studies focused on finding all or top-k interconnected tuple-structures that contain keywords. In reality, the number of such interconnected tuple-structures for a keyword query can be large. It becomes very difficult for users to obtain any valuable information more than individual interconnected tuple structures. Also, it becomes challenging to provide a similar mechanism like group-&-aggregate for those interconnected tuple structures. In this paper, we study computing structural statistics keyword queries by extending the group-&-aggregate framework. We consider an RDB as a large directed graph where nodes represent tuples, and edges represent the links among tuples. Instead of using tuples as a member in a group, we consider rooted subgraphs. Such a rooted subgraph represents an interconnected tuple structure among tuples and some of the tuples contain keywords. The dimensions of the rooted subgraphs are determined by dimensional keywords in a data driven fashion. Two rooted subgraphs are grouped into the same group if they are isomorphic based on the dimensions or in other words the dimensional keywords. The scores of the rooted subgraphs are computed by a user-given score function if the rooted subgraphs contain some of general keywords. Here, the general keywords are used to compute scores rather than determining dimensions. The aggregates are computed using an SQL aggregate function for every group based on the scores computed. We give our motivation using a real data set. We propose new approaches to compute structural statistics keyword queries, perform extensive performance studies using two large real data sets and a large synthetic data set, and confirm the effectiveness and efficiency of our approach. 
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Existing System

The existing approaches may find one among many interconnected structures that contains keyword search. In reality, the number of such interconnected structures to be returned can be large. Thus, it becomes very difficult for users to identify any additional valuable information does not exist any keyword search approach which can find valuable statistical information.
Proposed System

We extend the existing work on keyword search over attribute values in several ways based on keywords in a data-driven fashion. Second, we give a two step approach to process a structural statistics keyword query using label trees. A label tree is obtained based on the schema information. We show how to avoid tree isomorphism testing, and how to share cost in processing a structural statistics keyword query, using the label-trees. Third, we performed extensive performance studies using two large real data sets and a large synthetic data set, and confirmed the effectiveness and efficiency of our approach.

Module 
· Keyword search on relational databases.

· Multidimensional search on databases.
· Naive Approach

· Computing Structural Statistics

Module Description

Keyword search on relational databases:


A keyword query on a relational database, it returns a set of interconnected structures in the RDB that contain the user given keywords. The techniques to answer keyword queries in RDBs are mainly in two categories: CN-based and graph-based approaches. Finding top-k interconnected structures in the graph-based approaches in which an RDB is materialized as a weighted database graph .The representative works on finding top-k connected trees.

Multidimensional search on databases


This module to compute all groups under relational graph is to compute all the tables and columns .This can expand from a Table of data computed to determine the corresponding Columns. Generate all relevant data that conform to relevant column, which can be done by this approach. Every data’s generated by expanding from each table in the Database to include all tables it can reach which contain any of the keywords in database. All possible combination of columns are validated by this search.

Naive Approach

A naive approach to group all columns and tables in the database. This can be performed with some of condition. This will group same data in the column and compute aggregate values, based on this data’s are shorted. Relevant retrieved data’s are ranked in this approach. Top level data’s are comes first and other data’s are shorted below. This can be done by group by and aggregate function. Otherwise selected data’s ranked by using dense rank or rank function. A large Number of columns and data’s are needed to compute statistics.

Computing Structural Statistics

First precompute all Statistics for database because the set of Statistics is query independent. The algorithm to compute all Statistics For each node as table of data in chart, we calculate Statistics using a top-k search from data in chart until all nodes that can reach from data’s are added into table . For any node that is visited more than once in the top-k search, we create an extra copy in table. if it is not visited from its descendant. Second, in order to efficiently generate all Statistics for all possible dimensional-keywords, we construct an inverted index, called the dimensional inverted index (DII), using the names and values of the attributes in the RDB. The inverted index helps to find the attributes in a relation that a dimensional-keyword data matches. 

System Requirements:

Hardware Requirements:

· System

: Pentium IV 2.4 GHz.

· Hard Disk       
: 40 GB.

· Monitor

: 15 VGA Colour.

· Mouse

: Logitech.

· Ram

: 512 Mb.
Software Requirements:

· Operating system 
: - Windows XP.
· Coding Language
: ASP.Net with C#
· Front End Tool
:Visual Studio 2008
· Data Base

: SQL Server 2005     
